
index, references, etc. Robot will also be able to perform 

some tasks like finding the forgotten things, keys etc. 

There are boundless scopes for Synthetic Brain to make 

automated machines, which are able to take decision on 

any real-time events that have occurred. For example, 

whenever the robot makes conversation with the human, 

there will be multiple way to respond. For this purpose, 

robot uses DFA/NFA combinations of alphabets to 

responds. For designing and implementation of 

humanoid robot with synthetic brain, four basic 

technologies are integrated Robotics, Image Processing, 

Artificial Intelligence and Audio Filtering [2,3].

Robotics is used for the modeling purpose of the robots in 

which it includes the motion technique. And hardware is 

implemented with respect to the technology used in the 

robot. Image Processing is the technique of performing 

various operations on the images for acquiring the 

knowledge and for object detection purpose. Image 

processing is also an technique that responds to various 

Artificial Intelligence techniques in real-time [4]. Artificial 

Intelligence is nothing but the technique of creating and 

implementing various intelligent responses. Artificial 

Intelligence is the important objective of project model 

which gives ability to robots i.e. acquires knowledge from 

INTRODUCTION

Synthetic Brain is an emerging technology. Synthetic Brain 

is nothing but an artificial brain and its working mechanism 

is just like human brain [1]. That is, this technology has large 

scope in computer science and engineering. It can be 

used to develop the artificial brain of the robot as well as 

the auto-respond software.

Synthetic Brain is a respond engine which responds to 

various events that occurs in real-time. Same as 

conversation with people while performing multiple-tasks 

if is a critical thing, and also maintaining large dynamic 

database for acquisition of information about any object 

like fruits, books, etc. Synthetic Brain in robot is designed to 

discuss with people as per their mood and topics. i.e. by 

reading variations of voice frequencies. Whenever an 

object is given to a robot to identify, that is, its eyes camera 

robot gets the picture in frame format, it analyzes and 

gives a brief information about the object. For example, if 

like if robot scans the book as an object and if any 

information of that book is already available in the 

database, then it shows. Otherwise, it acquires data from 

the internet and shows brief information on the display 

device i.e. screen or project the data if projector is 

interfaced, as Author, type of book, subject, contains, 

SAGAR KORDE *

By

GIRISH TALMALE **

HUMANOID ROBOT WITH SYNTHETIC BRAIN

* M.E Student, E.S.C., G.H.R.C.E., Nagpur, Maharashtra, India.
** Professor, Department of C.S.E, G.H.R.C.E Nagpur, Maharashtra, India.

ABSTRACT

This paper elaborates the model of humanoid robot which interacts with human being and performs various operations 

as per the commands given by the human being. A humanoid robot having Synthetic Brain can able to do Interaction, 

Communication, Object Detection, Information Acquisition about any object, respond to voice commands and chats 

logically with human beings. For the purpose of reducing the noise of voice commands, an audio filter is used to improve 

the voice commands’ clarity for the robot to work appropriately. Image processing concept is used for object detection 

and to make the system intelligent. That is whenever the system interact, communicates or chats with human, it gives 

proper response, question / answers due to the integration of artificial intelligence and DFA / NFA automata.
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processing and hence it was not able to process the 

images. Due to the absence of Image Processing, there 

were techniques to develop or feed the knowledge in to 

the robots.

·In some robots, if image processing is present, it was 

worked on very limited frame segments of image at a 

particular time slot  

·Robots work in the static Knowledge concept, 

therefore it is not able to update the knowledge explicitly. 

Previous models use Microcontrollers and Embedded 'C' 

language for programming and feed the knowledge of 

the robot which had various limitations to develop the 

concept of Artificial Intelligence and training purposes [7-

9].

·Whenever robot survive in real-time environment, it 

can't be able to detect the right audio command due to 

the absence of audio filtering techniques i.e., FIR (Finite 

Impulse Response)  filter. 

2. Preliminary Study

2.1 NFA/DFA Automata

This algorithm is used to give proper dynamic response to 

the environment. Audio filtering is the technique which is 

used for the processing on voice commands. Figure 1 

shows the Study & process flow and Figure 2 shows the 

block diagram.

1. Literature Survey

·The previously developed humanoid robots that 

survive in real-time environment are able to do the task 

which textually fed. Basically, the robot will work with only 

one or hardly two technologies in combination [5,6]. If it is 

able to do conversation with human, then finite answers 

and responses will be given. Also, it is not able to acquire 

knowledge from real-time environment.

·Robot is in non-navigational mode i.e. not able to 

navigate freely in environment. There is absence of image 

RESEARCH PAPERS

Figure 1. Study & Process Flow

Figure 3. Image Detection Block Diagram

Figure 4. Communication with robot
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3. Methodology

3.1 Synthetic Brain Concept

Synthetic Brain is nothing but the ability of the robot to give 

the proper response to user commands in real-time 

environment. For that purpose various techniques are 

integrated to give proper responses like detecting the 

object and includes the image processing technology 

(HAAR Technique). To make the robot workable and 

mobile, various motors of different strength are used and 

for listening to the commands properly Audio filtering 

concept is used, For making the chatting unit in the robot, 

VERBOT technique is used [10-12].

3.2 Image Detection Method

Image Processing is used in the project for object 

detection purpose by which the developer is able to train 

the robot for multiple objects (Figure 3).

3.2.1 HAAR Classifier Technique

HAAR classifier is the open source technique used for 

Image processing 

·Creating the description file of positive samples

·Creating the description file of negative samples

·Packing the positive samples into a vec file

·Training the classifier

·Converting the trained cascade into a xml file

·Using the xml file to detect the object

3.3  Attention Control Phases

In order to control the human's attention, the robots should 

perform three consecutive tasks (Figure 4 and Figure 5): 

·Attracting Attention (AA)

·Making Eye Contact (MEC) 

the conversation of the human. That is, whenever human 

interacts with the robot, there are multiple combinations 

of sentences, words, alphabets. Hence, to give proper 

response to human as per his/her mood (by detecting 

through frequency of voice signal), this automata pattern 

is used. It not only gives proper response, but also able to 

adopt new techniques.

2.2. Particle Swarm Optimization (PSO)

Particle Swarm Optimization (PSO) is used to give the 

knowledge to the robot regarding the object and 

environmental conditions. It is very helpful to design the 

humanoid model where multiple people interact with the 

machine. 

2.3 RGB, HSI optimization

This model uses both RGB(Red, Green, Blue) image 

attributes and HSI model, in which H represents hue, S the 

saturation and I indicates the density (or intensity), 

corresponding to gray-scale imaging and image 

brightness. This is a very important technique for the 

detection of errorless, noiseless and clear image for 

processing.

2.4  Multitier Image attributes optimization

In the Multi-tier image attribute system, the attributes of 

image given for processing is able to work on the user 

defined or customized mode, in which user can 

customize the attributes of the image like RGBHSI (Red, 

Green, Blue, Hue, Saturation, Intensity),etc. As per the user 

requirements and clarity requirements, the attributes will 

be managed by user or programmer.

Figure 6. Block Diagram of Audio filtration

Figure 5. Audio Filtration Mechanism
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detection purposes. With the help of Image Processing, 

we can be able to feed the knowledge in to the robot in 

many ways and helps to train the robots for multiple events 

and objects. Image Processing is also an effective 

technique to respond to various Artificial Intelligence 

techniques in real-time.

·Artificial Intelligence is nothing but the technique of 

creating and implementing various intelligent responses 

for the particular events that have occurred whenever 

robots are surviving in real-time environment. Artificial 

Intelligence is the important objective of project model 

which gives the ability to robots i.e. to acquire knowledge 

from the environment.

·DFA/NFA combination of alphabets is designed for 

giving dynamic responses at every time of conversation 

or as per the mood of the human candidate.

·The most important factor in developing the 

procedure of humanoid robot with synthetic brain is the 

integration of multiple technologies together so that it 

gives proper response to every event that occurred in 

real-time environment. 

·Humanoid robot must have multi-tier image attribute 

system to customize image attributes as per the task 

requirement.
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